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About SAM station

Sam station is a distributed data handling system that transparently integrates variety of storage resources into a body that suits data processing requirements of the experiment. Sam offers tools to describe storage deployments as well as implements policies of data movement, replication, and caching.
About SRM

SRM (storage resource manager) is a protocol that has been widely adopted in the distributing computing community as a preferential way to manage data residing on the storage element. Use of SRM enables accessing and sharing of storage resources in a generic and secure way. At the same time the protocol does not prevent experiments from implementing solutions that target requirements specific to the experiment’s own computing model.
Basics

The base concept of the integration effort is to apply SAM data handling policies over the generic storage system managed by SRM protocol. The premise of the concept is similarity between SAM managed disk storage and SRM managed storage in terms of many supported operations. In particular such operations as transferring file, removing file, building directory listing, and retrieving file metadata are common for POSIX file systems and are also supported by SRMs.
SAM disks are used as root locations to place data files. Disks also have size that limits disk location space usage by SAM. The Logical disks and SAM file replacement policy constitute SAM cache that brokers resources between storage elements and storage element clients. Naturally, the same concept is reused to point SAM to an SRM location where files should placed or removed from.
For further information regarding SAM to SRM mapping please refer to the detailed specification document https://plone3.fnal.gov/SAMGrid/Wiki/SAM-SRM-Design.doc/download .
Overview of major use cases

· User should be able to pick SRM location where he/she expect SAM to place and access data.

· User expects SAM to place data to a chosen location on demand and according to polices set by the SAM station configuration (pre-fetching, fair share, replication algorithms and etc.) and SRM. Data placement on demand assumes that user does not have explicit knowledge about data source, data status at the storage or overall topology of underlying storage deployment. SAM, therefore, is responsible to ensure that data is moved and made accessible to a user in a transparent manner.
· SAM SRM storage compatibility matrix:
	To
From
	SRM
	Fixed port gsiftp SAM legacy storage
	SAM legacy storage

	SRM
	Y
	N
	N

	Fixed port gisftp SAM legacy storage
	Y
	Y
	Y

	SAM legacy storage
	N
	Y
	Y


· User expects SAM to translate logical location into one of the following strings that should comply with access protocols: dcap , gsiftp. These strings should be made available to application such that latter can access actual data bits. The exact choice of the protocol is either static or dynamic. Dynamic choice is optional as it requires changes to existing SAM API and application frameworks.
· User expects SAM to register data in the replica catalog in order to reflect successful placement attempts. Registered locations should provide enough information to build a successful query to SRM by registering or external stations. 

· User expects SAM to synchronize on demand replica locations with actual status of data in SRM storage.

· A minimal policy SAM should support is the policy of data throttling or replacement based on the storage size and storage type (permanent / durable).

Quick start

Let’s enable following “tapeless” location as an intermittent cache area for our data processing and analysis needs.

	srm://srm.unl.edu:8443/pnfs/unl.edu/data4/dzero/test


To avoid dealing with intra station routing rules, we shell set a stand alone station that will exclusively manage the above storage area. 

Setting up the station srm-osg-ouhep
	Samadmin add station –name=srm-osg-ouhep –description=”our example” –connect=<>


Add a srm enabled node

	samadmin add node --name=srm://node1-diskonly-srm-osg-ouhep --os=Linux --hw=PC --connect=<>


Add a disk 

	samadmin add station disk –mountPoint=srm://node1-diskonly-srm-osg-ouhep:srm://srm.unl.edu:8443/pnfs/unl.edu/data4/dzero/test --size=300Gb --connect=<> --station=srm-osg-ouhep


Note: --size parameterize station file replacement algorithm that makes sure the disk location content does not exceed allowable maximum. While been mandatory, the parameter and the policy are less important for locations that correspond to tape backed storages.
Group:
	Sam configure station group –maxDisk=300Gb –group=d0production –maxProjects=100 –connect=<>


The registration part is done. Let’s modify sam_bootstrap startup lines
	station prd v6_0_5_18_srm srm-osg-ouhep --routing-group=dzero --routing-user=srm-osg-ouhep --routing-station=.*::general-router –prefer-loc=unl,d0ram01,d0srv015,fnal,enstore

	srm_stager prd v2_6 srm-osg-ouhep srm://node1-diskonly-srm-test gsiftp 5001


Restart/start services

	ups update sam_bootstrap


Finally, let’s start the client 

	[abaranov@sammy abaranov]$ sam get dataset --definitionName=d0mc_jobfiles_p17.09.01_samgridV7-1  --station=srm-osg-ouhep --nodeName=srm://node1-diskonly-srm-osg-ouhep --group=d0production  --downloadPlugin=echo 
HeavyConsumer: 01/16/07 16:13:27: INFO : Station is set to srm-osg-ouhep
HeavyConsumer: 01/16/07 16:13:27: INFO : Defaulting timeout to 3600 seconds
ProjectInfo({
    'baseProjectInfo' : BaseProjectInfo({
       'personInfo' : PersonInfo({
    'emailAddress' : 'abaranov@fnal.gov',
       'firstName' : 'Andrii',
        'lastName' : 'Baranovski',
        'personId' : 561L,
    'personStatus' : 'active',
             'uid' : '10176',
        'userName' : 'abaranov',
    }),
        'projectId' : 693383L,
      'projectMode' : 'unknown',
      'projectName' : 'abaranov_20070116161327',
    'projectStatus' : 'reserved',
       'snapshotId' : 468770L,
      'stationName' : 'srm-osg-ouhep',
    'workGroupName' : 'd0production',
    }),
            'endTime' : SamTime('NULL'),
           'nodeName' : 'd0srv047.fnal.gov',
              'osPID' : 24153L,
          'startTime' : SamTime(1168985608.0),
    })
RetryHandler.establishConsumer(...)> initial retriable exception ProjectNotFound('Project 'abaranov_20070116161327' on station 'srm-osg-ouhep' not responding.')
RetryHandler.establishConsumer(...)> will retry in 4.73 seconds
RetryHandler.establishConsumer(...)> retry number 1 succeeded, returning to caller.
echo gsiftp://srm.unl.edu:2811///test/upload//cardFile_d0runjob_test.tar.gz .
gsiftp://srm.unl.edu:2811///test/upload//cardFile_d0runjob_test.tar.gz .
echo gsiftp://srm.unl.edu:2811///test/upload//d0_MC_p17.09.01_v7test.tar.gz .
gsiftp://srm.unl.edu:2811///test/upload//d0_MC_p17.09.01_v7test.tar.gz .
echo gsiftp://thpc-1.unl.edu:2811///test/upload//d0runjob-v07.00.00.tar.gz .
gsiftp://thpc-1.unl.edu:2811///test/upload//d0runjob-v07.00.00.tar.gz .


Done

Configuration

Station recognizes SRM enabled disks by looking into prefix of the station logical node name. Hereby files placed on disks with nodes that start with srm:// are treated according to polices amended to fit SRM requirements. The combination of the node name and disk mount point should be unique for any particular SRM location managed by SAM.
Often, it may be desirable to share the same physical location by different station instances. In such case an administrator is encouraged to come up with station node unique and meaningful identifier within context of which he/she plans to use shared SRM location. 
For ex:

samadmin add node --name=srm://node1-<station-name> --os=Linux --hw=PC --connect=<>

Station supports different file replacement policies depending on whether decision applies to permanent or durable storages. In order to discriminate between two types, SAM station evaluates path of storage location.

Permanent storage

Permanent storage properties are respected in the way station manages the data flow to the storage. Permanent storage data is permanently registered in the replica catalog as well as intermittently allocated on the station SRM disks (aka “cached”). So, while intermittent disk registration may eventually expire (becomes “uncached”), the permanent location record can always be used to reconstruct a file on the station disk and later provide its access location to the application.

SAM station will look for “pnfs” substring in the storage location to decide whether to permanently register a file or not. Files on permanent storage disks are not automatically erased when intermittent disk registration expires. The only exception to the rule is the condition where file has been found missing (explicit no such file error)
samadmin add station disk --mountPoint=srm://node2-diskonly-osg-ouhep:srm://spdc00.if.usp.br:8443/pnfs/if.usp.br/data/dzero/stagearea --size=300Gb --connect=<>  --station=osg-ouhep

Durable storage

Durable storage is managed similarly to conventional SAM disks. Data placed on such disks are not registered permanently in replica catalog neither data survive the lifetime of the disk intermittent registration (gets “uncached” ). In our model, “pnfs” substring as part of the disk mount point will instruct station to treat disk location as permanent. To overload this policy, station node must mention “diskonly” substring in its name.
samadmin add node --name=srm://node1-diskonly-<station-name> --os=Linux --hw=PC --connect=<>

samadmin add station disk --mountPoint=srm://node2-diskonly-osg-ouhep:srm://spdc00.if.usp.br:8443/pnfs/if.usp.br/data/dzero/stagearea --size=300Gb --connect=<> --station=osg-ouhep
Station config

The configuration of the D0 data handling to support access and management of SRM enabled storages has been greatly simplified. The new model does not require configuring samcp, neither user should bother to implement fine grained translation of the storage specific locations into accessible URS’s (consumption map url traits). Yet, few specific things remain. These are:
Location selection
SAM station should be aware of location affinity with respect to a disk where data should be moved to. At minimum, station should recognize affinity of locations that are permanently registered (sam add location) for files that exist at the storage already. Station failure to give preference to such locations will result in duplication of data under different subdirectories belonging to same SRM storage area. For example: 
A file has 2 locations: 
	d0min0.fnal.gov/sam/cache/boo and 

	srm://unl.edu:7070/dzero/stagearea/substagearea1. 


Consumption has been enabled at 
	srm://node1-unl-station:srm://unl.edu:7070/dzero/stagearea


If selection preference is d0min0, station will attempt to copy the same data to a default upload area at: 
	srm://node1-unl-station:srm://unl.edu:7070/dzero/stagearea/upload


In a more optimal scenario where unl location is preferred in the first place, the location will be recognized, and file transfer will not happen before dispatching access url to a consumer. Such behavior can be accomplished by putting “unl” location selector pattern up front of the preferred location list. I.E. –prefer-loc=unl,….
Routing
Station routing rules allow shaping of the data flow among configured storage elements in response to user creating a project. The algorithm that selects the “best” route uses random cached replica or preferred location as input to constrain subsequent transfer request from that location to a predefined sub set of storage elements. After each successful transfer the loop repeats until project and its user are happy. Routing can help to stage data in multiple steps in order to adapt to final user application storage requirements. It can also help restrict data path such that routes that are known to fail are always excluded.
Compatibility modes
Normally, station expects valid srm file location registered in SAM database in order to instruct storages to replicate data from one place to another. In other words, station requires at least one valid seed location to replicate data to SRM storages. As most of the existing files do not have pre-registered locations, we have implemented 2 compatibility modes that make the integrated system usable in production. 
Gridftp to srm
SRM service is only able to contact otherwise valid gridftp url if that gridftp service runs under host principal. Unfortunately, existing D0 data handling does not deploy gridftp service via that route. Lack of commonly deployed root gridftp servers limited SRM capable D0 data handling infrastructure to 2 machines at FermiLab. In fact, all D0 SRM transfers must originate from either d0rsam01.fnal.gov or d0srv072.fnal.gov. This constraint also implies that SRM enabled stations should be configured to only select the above hardware as source for data that is not stored in known to SAM SRMs. By default, we’ve defined 5001 as common port number for the above gridftp servers and made SAM SRM stagers aware of that number to correctly translate appropriate SAM location into contactable gsiftp string. In our example, we’ve used general-router routing station for all but SRM locations (--routing-station=.*::general-router). Specific port number is set in the stager config line to parameterize internal gsiftp location generator.
Routing implications

Data traffic needs to be shaped certain way in instances where station needs to support SRM and non SRM storages at the same time. The flow of data must ensure that non srm compatible storage are never picked to move data to SRM enabled storages. This restriction can be expressed using routing.
While routing expression do not allow imposing restrictions on the data flow, configuration can be build to express all possible routes.  The algorithm for doing that is the following:
1) Pick a set of storages.

2) Build regular expression for all locations (including those that belong to internal nodes) that are contactable from the above set of storages.
3) Add –route=<reg expression from 2. )>::<storage1>,<storage2>,…

4) Repeat for other set of storages (may overlap with 1. ) until all source locations and all storages are covered.
Example :

	--route=caterpillar.hep.man.ac.uk::caterpillar.hep.man.ac.uk,\
csvli02.in2p3.fr,\
srm://ac-uk-diskonly-ccin2p3-grid1

	--route=/pnfs/hep.ph.ic.ac.uk/data/dzero::srm://ac-uk-diskonly-ccin2p3-grid1 

	--route=.*::caterpillar.hep.man.ac.uk,ccsvli02.in2p3.fr



[image: image1]
 PNFS mapping
similarly to the above, enstore tape locations can be converted into valid srm locations by using agreement which is set via SAM_STATION_PNFS2SRM environment variable. If specified, the variable will trigger station to replace “/pnfs” prefix in the source of the transfer with the variable content.
Suppose the value of the variable is srm

	://fcdfdcache5.fnal.gov:8443/pnfs/fnal.gov/usr


Then if source location is picked to be in the form of 

	pnfs/dzero/temp1


, station will transform it into 

	srm://fcdfdcache5.fnal.gov:8443/pnfs/fnal.gov/usr/dzero/temp1


Stager config

Stager is the adaptation of SAM to storage element. For the SRM integration, separate software component has been developed for SAM to SRM request preparation and invocation reporting. This component is available in UPD as sam_stager_srm_java product. When installed, the product does not require specific tailoring except parameters used to initialize stager instance (in sam_bootstrap). The product does depend on sam_gsi_config package for SAM service certificates. The certificates initialize the stager GSI layer.

Example:

	<sam bootstrap srm stager key word> <environment> <version> <name of the station> <node name> <static access protocol> [<compatibility gsiftp port>]

	srm_stager prd v2_8 srm-osg-ouhep srm://node1-diskonly-srm-osg-ouhep gsiftp 5001


[<compatibility gsiftp port>] – Parameter that helps stager build contactable gsiftp URL string using SAM location as set in the transfer request by the station.

Uploading a file into station cache

SRM enabled station had been designed to recognize locations that already belong to disks where user analysis expects its data. This new feature can re used by external processes that wish to store directly into areas managed by SAM. Thus avoid costly step of copying and registering data at intermediate locations. In order for the station to recognize data stored that way, the location needs to be
· Part of one of the station SRM disk. 
For example:
srm://srm.unl.edu:8443/pnfs/unl.edu/data4/dzero/test/upload is part of the srm://srm.unl.edu:8443/pnfs/unl.edu/data4/dzero/test location.
· A valid location registered in SAM
you can use sam add generic location to add srm enabled location.
Files are not accessible via SAM unless they have been associated with SAM location. To do so, you can use sam add location for existing or sam upload for new files.
Please note that this is optimization only feature. Files that are registered manually do not automatically become part of the SAM cache. For such files to be part of the cache, user has to request them explicitly via official SAM access interface tools (sam get dataset, sam dh get lite , etc.) Please review Location Selection paragraph for details of that process.
The capability of uploading file into station cache can be used to symmetrically store files bypassing FSS push model.

Maintenance
SRM enabled station generates slightly more log files then its predecessor. Administrator should expect the need to clean daily log files more often. It is also not recommended to run daemons in “non quiet” mode.

SAM service certificates expiration dates need to be tracked as those are the credentials SAM uses to communicate with SRM.

At may be required to manually release pending SRM transfers if stager process has been restarted. Stager does maintain a context of pending transfers therefore its loss will prevent proper release of pending but not acquired SRM resources. In turn, station restart will lead to a leak of resources that have been acquired but not yet released. Those resources may need to be released manually too.
“No such file”/”file exists” errors. Stagers analyze output of the SRM request to decide whether the error condition had been caused by missing or already present file. Detection of such condition triggers SAM to correct internal storage state presentation. Below is the list of substrings that are interpreted into different SAM error codes for special handling:
· "file not found"

· "got exception for the filepath="

· "file exists"

· "can't get pnfsId (not a pnfsfile)"

This list can be expanded to include strings that are specific to particular storage deployment yet map to one of the known failure categories. Such new elements can only inserted by the development team.
Troubleshooting
Effects of the –excess-satisfaction flag. The –excess-satisfaction flag sets maximum amount of files to pre-deliver/pre-lock at the node. This parameter helps to minimize file access times affected by both software latencies and latencies by time to pre-stage files in advance. It is generally a good idea to set value of the parameter to non zero number. In doing so, please make sure that the parameter can be applied to all storages managed by station. It thus may be necessary to set a limit on number of files per process (--limit=<>) in order to avoid situation where station delivers more files to a node than required by project.
This section will evolve as experiments accumulate more data using the system. 
Deliverables

Core product deliverables
· sam_station v6_0_5_21_srm

· srmcp v1_25_1

· sam_idl_javalib v0_5

· sam_stager_srm_java v2_8
· sam_bootstrap v7_7_2

Tools

· sam upload file

· sam add generic location

· sam dh get lite

Testing

· d0srv002 - srm-test3 performance tests

· d0srv002 - srm-test2 functionality use case tests

· cdfsam09 - SAM SRM adaptation layer / stager .

· d0srv002 - test harness framework

Documentation

· "blue print" design.  https://plone3.fnal.gov/SAMGrid/Wiki/SAM-SRM-Design.doc/download

· "blue print" approach of storage resource use via SAM and SRM :  https://plone3.fnal.gov/SAMGrid/Wiki/SRMStatusAndSAMupload.ppt/download

· user/installation/troubleshooting guide – This document
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